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We describe atomistic simulations of the free energy and entropy of hydration of ions in aqueous
solution at 25 °C using a simple point charge model~SPC/E! for water and charged spherical
Lennard-Jones solutes. We use a novel method with an extended Lagrangian or Hamiltonian in
which the charge and the size of the ions are considered as dynamical variables. This enables us to
determine thermodynamic properties as continuous functions of solute size and charge and to move
smoothly from hydrophilic to hydrophobic solvation conditions. On passing between these
extremes, the entropy of solvation goes through maxima. For example it shows a double maximum
as a function of charge at constant size and a single maximum as a function of size at constant
~non-zero! charge. These maxima correspond to extremes of structure-breaking and are associated
with the disappearance of the second solvation shell in the radial distribution function; no anomalies
are seen in the first shell. We also present direct evidence of the asymmetry in the free energy,
enthalpy and entropy of hydration of ions on charge inversion arising from the asymmetry in the
charge distribution in a water molecule. Our calculation only includes local contributions to the
thermodynamic functions, but once finite size corrections are applied, the results are in reasonable
agreement with experiment. ©1997 American Institute of Physics.@S0021-9606~97!50730-6#
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I. INTRODUCTION

Water is the most ubiquitous solvent on earth. It is
unusual liquid with a remarkably high dielectric constant a
a low coordination number. At the molecular level many
its properties may be ascribed to the distribution of cha
within the molecule which results in it being able to for
four hydrogen bonds, two donated and two accepted.
fact that the molecule is polar favours the solvation
charged and polar species while the fact that the charge
tribution is more complex with higher multipole momen
tends to favor the formation of a hydrogen-bonded netw
which is the source of many of the unique properties of
and liquid water.1–6

This paper is part of a detailed study of the thermod
namics, structure and mobility of simple solutes in a mo
of water using atomistic simulation. Our aim is to use t
freedom available in simulations to vary parameters indep
dently to make a thorough study of the effects of solute s
and charge on these properties. We hope to gain insight
the relationship between hydrophilic and hydropho
solvation,4,6 the differences of mobility of positively and
negatively charged ions and to attempt to explain at a m
lecular level why small ions move more slowly than fas
ones.7–9 This paper will concentrate on the thermodynam
of solvation. In particular we describe a new application
the extended Lagrangian technique which gives the varia
of free energy and entropy of solvation as functions of s
vent size and charge, allowing us to move from hydroph
to hydrophobic solvation in a continuous way. This enab
us to follow the asymmetry in the free energy and entropy
J. Chem. Phys. 107 (6), 8 August 1997 0021-9606/97/107(6)/19
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hydration of ions on charge inversion which arises from
asymmetry in the charge distribution in a water molecule10

The use of simulation to study solvation in aqueous
lutions is well established. For example Impeyet al.11 stud-
ied the structure and dynamics of ions in water in 1983 wh
Pangaliet al.12 studied methane in water in 1979. The im
portance of the role of entropy in hydrophobic solvation h
been re-emphasized recently by Haymet,13,14while the use of
the concepts of structure-breaking and structure-making
explain the varying entropies of solvation of ions was p
posed by Frank15,16 and is discussed in some detail b
Gurney.17 The elucidation of free energy differences due
changes in intermolecular interactions is an important pr
lem in solution chemistry which can be studied by compu
simulation using a number of methods18 such as the slow
growth method and thermodynamic perturbation theory.
these methods one follows the alchemic transformation
slow growth of molecules in a computer simulation to pr
vide the free energy differences directly. The total free e
ergy change in the transformation from state A to B is o
tained as the sum over smaller changes between adja
states. This requires a large number of separate equilibr
simulations corresponding to several intermediate states
many technical modifications to improve the accuracy a
efficiency are described in the literature.18–21 The calcula-
tions are simple though tedious and have provided the
energies of ligand binding,22–24 and solvation of ions,25–28

non-polar solutes29–35 and amino acids.36

The novel aspect of the work described in this pape
that we have measured the entropy, free energy and en
198181/11/$10.00 © 1997 American Institute of Physics
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1982 R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
of solvation as a continuous function of solute charge a
size, enabling us to span the hydrophobic and hydroph
solvation regimes. The method we use has an extended
tem dynamics in which the free energy changes are ca
lated on the fly and which allows us to determine entro
changes as well. It is a more efficient procedure for our p
poses, which are to study free energy and entropy differen
accompanying variations in the charges and sizes of ions
their correlation with their transport properties. We calcul
the effects due to the molecular nature of the solvent wh
are local to the ion~say in the first two solvation shells!.
Some sort of finite size correction must then be applied
account for the effects of longer range interactions, but th
can be described by a simpler model. The most interes
results relate to the variation of entropy of solvation whe
the long range effects are small.

II. MEASURING THE FREE ENERGY OF SOLVATION

A. Free energy measurements

In order to understand exactly what we measure in
simulation let us first consider the Born model17,37–39 for
solvation of a charged sphere radiusr in a uniform medium
with dielectric constante. The work done in charging the
sphere in vacuum is the free energyAvac of an isolated
charged sphere and is given by

Avac5
q2e2

8pe0r
, ~2.1!

whereq is the charge of the ion in units of the proton char
e, e0 is the permittivity of free space andr is the radius of
the ion. As there is no change of entropy associated with
process, this is equal to the energy,Uvac , which is conven-
tionally described as being stored in the field. The work do
in charging a sphere of the same size in a medium is redu
by the inverse of the dielectric constant, which gives the f
energy of a charged sphere in a medium as

Amed5
q2e2

8pe0er
. ~2.2!

The solvation free energy is associated with the polarisa
of the dielectric and is the difference of these quantities,

Asolv5Amed2Avac52
q2e2

8pe0r
~12e21!. ~2.3!

Thus in the Born model the solvation free energy is nega
and increases quadratically with the charge and decreas
the inverse of the radius. It can be divided into energetic
entropic terms by taking the derivative with respect to te
perature, giving

Ssolv52
q2e2

8pe0r
S e22

de

dTD , ~2.4!

Usolv52
q2e2

8pe0r
S 12e211Te22

de

dTD . ~2.5!
J. Chem. Phys., Vol. 107
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Experimentally for water at 298 K40 e578.358 and
dlne/dT521.3679 K21 giving Asolv52686q2/rkJ mol21

andSsolv /k524.9q2/r , whereq is the charge in units of the
proton charge andr is the radius in Å. In this model both th
entropy and the energy vary asq2/r , and positive and nega
tive ions behave in the same way.

In practice, we perform simulations using period
boundary conditions with periodically repeated images,
that we must consider the additional process of forming
lattice from the charged ions. In the vacuum the work do
to form such a Wigner lattice41,27 is given by

Alat52
zq2e2

8pe0L
, ~2.6!

wherez is a constant whose value depends on the lattice
L is the separation between an ion and its nearest image
a simple cubic latticez522.837 297,41 while for an fcc
lattice such as we use in this workz523.2420.42 When the
same process is performed in a medium with dielectric c
stant, the work done is reduced by a factor ofe. Thus the
measured solvation energy in a periodic lattice with a diel
tric medium is

Asolv,lat52
q2e2

8pe0

~12e21!~r 212z/L !. ~2.7!

As the lattice size is increased the term inz/L goes to zero
and the desired result for infinite dilution recovered. W
shall use this expression to correct our results for finite s
effects assuming that our system is large enough that
long range corrections can be described by a uniform die
tric constant. Hummeret al.27 have shown that applying thi
kind of correction brings results from many different syste
sizes into good agreement, even for cubic systems with o
32 or 64 molecules. It seems that they did not include
small term in the inverse of the dielectric constant which
negligible in aqueous systems.

We used the technique to be described in the next s
tion to measure the variation of the Helmholtz free ener
A, with solute charge and size of an ion in a molecular mo
of water. The question is whether we are measuring the
vation energy,Asolv or the free energy associated with char
ing a sphere in a medium,Amed. Although we do charge the
solutes in the medium, we do not include any self energy
the Hamiltonian so that if the method were to be applied
the absence of a solvent no change in free energy would
recorded. Thus we are measuring changes ofAsolv,lat , the
free energy associated with the interaction of the solute w
the medium. The corresponding internal energy can be m
sured directly as a function of charge and size. It is made
two parts, the direct solute–water interaction energy,USW,
and changes in the water–water interaction energy,UWW.
These were measured separately. However the combina
of periodic boundary conditions and the Ewald summat
means that the water molecules ‘‘feel’’ the ion and all
images; we need to choose the box to be large enough
the water molecules in the first two solvation shells inter
considerably more strongly with the nearest ion than with
, No. 6, 8 August 1997
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1983R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
images and then apply a correction for the longer range
fects. If too large a system is chosen computation beco
less efficient and the determination of changes in the po
tial energy of the water–water interactions less accurate
too small a box is chosen the phenomena which are ass
ated with the molecular structure of the solvent will be p
turbed.

B. An extended Lagrangian method for measuring
relative free energies and entropies as a
function of ion charge and size

In order to measure the changes ofAsolv with charge and
solute size we use a mathematical trick to relate the
energy of a system with a specified charge and size to p
abilities in an artificial system in which the charge and s
are treated as dynamical variables. The use of extended
tems with artificial dynamical variables with fictitiou
masses is well established in molecular dynamics.43,44,18Ex-
amples include the Nose´ thermostat45 and the Car-Parrinello
ab initio method.46 This application differs from previous
ones in the information we seek to extract from the exten
system. We do not look for averages of quantities such as
energy or the pair correlation function in the extended s
tem — indeed these have no physical meaning in the
world. What we do is to consider the charge and solute s
as order parameters in the extended system and constru
Landau free energy in this system as a function of th
variables. We can show that the Landau free energy in
extended system is identical to the Helmholtz free energy
real systems in which the charge and solute size are fixe

The Hamiltonian in the extended system is equal to
Hamiltonian for the real system augmented by kinetic ene
terms for the solute chargeq and sizes

H5V~q,s,$r i%!1T1
1

2mq

pq
21

1

2ms

ps
2, ~2.8!

wherepq andps are momenta associated with the new va
ablesq and s and mq and ms are the associated fictitiou
masses.V and T are the potential and kinetic energies r
spectively. The equations of motion that one derives fr
this Hamiltonian are the standard equations of motion for
positions and velocities augmented by

q̇5pq /mq , ṡ5ps /ms , ṗq5Fq52
]V

]q
,

~2.9!

ṗs5Fs52
]V

]s
.

The fictitious forces acting on the charge and size variab
depend on the form of the potential energy of interact
between the solute and the water. It is often convenien
add a biasing potentialVbias(q) or Vbias(s) to the Hamil-
tonian which gives additional terms in the forces on the
tended variables.

In the canonical ensemble of the extended system
probability of finding the configuration variablesr[$r i%
J. Chem. Phys., Vol. 107
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with values betweenr0 and r01dr and the new variables
with values betweenq0 ,s0 andq01dq,s01ds is given by

p~r0 ,q0 ,s0!drdqds

5Z21 exp@2V~r0 ,q0 ,s0!/kT#drdqds, ~2.10!

where we have integrated over all the momenta~real and
fictitious! and defined the configurational integralZ in the
extended system by

Z5E E E exp@2V~r0 ,q0 ,s0!/kT#drdqds. ~2.11!

If we now integrate over the positions~note that in our
notation r denotes the 3N-dimensional vector of all pos
tions! we obtain an expression for the probability of findin
the system with a specific charge and size

p~q0 ,s0!dqds

5Z21H E exp@2V~r0 ,q0 ,s0!/kT#dr J dqds. ~2.12!

However, if we had a canonical ensemble of real syste
with q5q0 ,s5s0 the statistical mechanical expression f
the Helmholtz free energy would be

exp@2A/kT#5E exp@2V~r0 ,q0 ,s0!/kT#dr , ~2.13!

which is just the integral in the curly brackets in the prece
ing equation for the probability of finding the valuesq0 ,s0

in the extended system. Thus in the extended system

p~q0 ,s0!dqds5Z21 exp@2A~q0 ,s0!/kT#dqds
~2.14!

or

A~q0 ,s0!52kTlnp~q0 ,s0!1constant. ~2.15!

This shows that the Landau free energyA(q0 ,s0) in the
extended system is equal to the actual free energy of a
system with the corresponding values of the variables,
gives us a way to calculate it.

In order to construct the free energy surfaceA(q,s) we
need to have a series of configurations which are represe
tive of a canonical ensemble of the extended system. T
could be done with a Monte Carlo simulation, but we us
molecular dynamics. In a molecular dynamics simulation
momentum variables exchange energy with the configu
tional variables, so that if one applies a thermostat to
momenta the configurations generated by the equation
motion should be representative of a canonical ensem
The relative probabilities of different charges and sizes
then found by constructing histograms. Experience in sim
work20,18has shown that the noise can be reduced by usin
biasing potential,Ubias , which depends only on the orde
parameters~in this caseq and s) and which restricts the
range of values of the order parameters sampled in any
run. Samples from different windows are joined to constr
the overall Landau free energy function. It can easily
shown that if there is a biasing potential,Ubias , present
, No. 6, 8 August 1997

IP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



d
o-
n
a
e
he
is
e

th

ng
a

s

n
th

an
a
cu
en

me
s of
ium
pro-

lute
size
sol-
be-
The
un-
nd-
en
al-
for

ald

or
tatic
ctro-
en
the

ese
dy-
e
ar-
of

ten-
red
uld
be-

rms
in
ry,
e
re

of
ns
1.
ses

of
ps
was

ilar
n-

arge
00

is-
s of

1984 R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
A~q0 ,s0!52kTlnpbias~q0 ,s0!2Ubias1constant.
~2.16!

III. TECHNICAL DETAILS

A. Potentials

The water potential used was the revised SPC/E mo
of Berendsenet al.47 which has partial charges on the pr
tons and the oxygen nucleus and a Lennard-Jones site o
latter. The molecule is rigid. The solutes are modelled
charged or uncharged Lennard-Jones spheres, and, as th
only one solute molecule in the simulation cell, only t
potential for the interaction of the solute with water
needed. This is described by three parameters, the charg
the values of the Lennard-Jones parameterseSO, sSO.
We chose a constant value foreSO, namely eSO50.5216
kJ mol21 which is equal to the value given by Dang48 for the
ions Na1, K1, Cs1, Cl2, Br2 and I2, and used in our
previous work.7,49 Table I gives values for thesSO param-
eters for these ions and for the water potential. Using
Lorentz–Berthelot combining rules the value ofsSO can be
related to the diameter of the solutesSS by

sSS52sSO23.169 Å. ~3.1!

In the simulationssSO was used as the variable describi
the solute size, but the results are presented in this paper
function of the solute diameter,sSS.

With this potential the forces acting on the fictitiou
variables are given by

Fq52
]V

]q
52(

i

qO

4pe0r si

2(
j

qH

4pe0r s j

52Usolv
coul/q,

~3.2!

Fs52
]V

]s
52(

i

4eSO

sSO
F12S sSO

r Si
D 12

26S sSO

r Si
D 6G .

~3.3!

In these expressions the sums overi are over all oxygen sites
and those overj are over proton sites. The fictitious force o
the charge is just minus the ratio of the coulomb part of
solvation energy to the instantaneous charge~which is the
electrostatic potential at the ion due to the solvent!, and can
conveniently be calculated with the electrostatic energies
forces, while the fictitious force on the size is related to p
of the Lennard-Jones contribution to the virial and is cal
lated at the same time as the Lennard-Jones forces and
gies.

TABLE I. Potential parameters used for ion–water interaction.

Ion e/kJ mol21 sSO/Å

Na1 0.5216 2.876
K1 0.5216 3.250
Cs1 0.5216 3.526
Cl2 0.5216 3.785
Br2 0.4948 3.896
I2 0.5216 4.168
J. Chem. Phys., Vol. 107
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B. Simulation conditions

The program was adapted from DLPOLY.50 In part of
the work the equations of motion were integrated with a ti
step of 1 fs using quaternions to describe the orientation
the water molecules. We then realised that, as equilibr
properties are independent of mass, one may replace the
tons by particles of mass 8 amu~or any other mass!; this
allowed us to increase the time step to 2.5 fs. The so
mass was set equal to 23 amu for all runs. The system
was chosen to be large enough to contain the first two
vation shells around the solute, with half the separation
tween a solute and its nearest image equal to 6.9514 Å.
repeated unit was arranged in an fcc lattice, giving a tr
cated dodecahedral simulation cell. These periodic bou
aries give the maximum separation of images for a giv
volume, and our cell contains only 64 molecules, which
lowed us to perform many long runs to get good statistics
energies and populations.

Long range electrostatics were evaluated with an Ew
sum with a convergence parameter of 0.53 Å21 and 8 k
vectors in each direction. A cutoff of 6 Å was used f
evaluation of the Lennard-Jones and real space electros
terms. As the system contains a net charge, the true ele
static energy would be infinite due to the repulsion betwe
charges and their images. There is, however, no force on
charge due to its own images so the way in which th
terms are treated makes no difference to the structure or
namics of the confidurational variables. In this work w
omitted all interactions between the charge of the solute p
ticle and its images. The effect on the equations of motion
the charge is equivalent to adding a quadratic biasing po
tial. However, as we are interested in the free energy sto
in the medium surrounding a single ion, such terms sho
properly be omitted, although they must be considered
fore making contact with experiment.27

Although we have described the method in general te
with both charge and size varying, it is more convenient
practice to allow one or other of these variables to va
taking constantq and constants cuts across the surfac
A(q,s). The values used for these investigations we
q521, 0 and 1 for the cuts at constantq and sSO/Å
52.876, 3.526, 4.168 which correspond to the sizes
Na1, Cs1 and I2 for the cuts at constant size. The positio
of these cuts in (s,q) parameter space are shown in Fig.
In most of the simulations the values for the fictitious mas
were chosen to bemq52000 kJ mol21 ps electron22 and
ms553104 kJ mol21 ps Å22.

In the runs in which charge was varied, windows
0.4e were used with run lengths of at least 250 000 ste
and more generally 400 000 steps. In the runs where size
varied, windows of 0.5 Å were used and runs were of sim
length. Each window was divided into 100 bins for the co
struction of histograms. The runs at constant size and ch
used for finding radial distribution functions were 100 0
steps or longer.

For each window of values of the charge or size a h
togram was constructed of the number of times the value
, No. 6, 8 August 1997
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1985R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
the relevant parameter was in a certain range. At the s
time values of the solvent–water potential energy,
water–water potential energy, the system kinetic energy,
the forceFq or Fs on the order parameter were accumula
for each bin of values of the charge~or size!. At the end of
the run these were converted into averages to g
U(q,s), etc. The free energy within the window was foun
from Eq. ~2.14!. Finally the complete free energy curve w
constructed by joining the results from runs with differe
windows.20,18 There are several checks on this process. F
it is essential that the canonical phase space is prop
sampled, i.e. that the system has equilibrated. A good ch
on this is that the kinetic energy does not vary withq and
that the average kinetic energy of the charge or size vari
is equal tokT/2. A further check on the equilibration and th
construction of the free energy curve is to compare the
energy obtained by integrating the forceFq(q) with the one
obtained from the histograms. These were found to ag
well. A final test for consistency is to combine the resu
from constantq and constant size runs, where four para
eters must be chosen to fix the nine crossing points of
constant size and constant charge cuts as consistently as
sible. The discrepancies were of the order of63 kJ mol21

or better.
These methods give relative values of the free ene

and entropy. These were converted to absolute value
three stages. First the size-variation ofA for uncharged sol-
utes was extended to a smaller and unphysical va
sSO51 Å. Then the value of the Lennard-Jones parame
eSO was reduced in steps toeSO50.1 kJ mol21 and the
changes inA determined by thermodynamic perturbatio
theory. Finally the main program was run with this value
eSO for s varying between 1 Å and 0.1 Å. The upper bou
of the entropy for a 0.1 Å solute can be calculated assum
the free volume to beV24pNs3/3. This is negligible. The

FIG. 1. Diagram showing the (q,s) parameter space. The three vertical a
three horizontal lines show the paths followed in the six numerical exp
ments.
J. Chem. Phys., Vol. 107
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total correction gave Asolv(eSO50.5216,s51,q50)
52 0.25 kJ mol21. Within the errors of determining the en
ergy, this is purely entropic and the total correction is le
than the uncertainly inA andS.

OnceA(q,s) is known,S(q,s) can be calculated from

S~q,s!/k5@U~q,s!2A~q,s!#/kT. ~3.4!

The entropy curves are quite noisy and checks for con
tency in this quantity were less satisfactory. The main sou
of noise was found to be in the water–water potential ene
where one is measuring small changes in a comparitiv
large quantity. A considerable reduction of the noise, es
cially for small charges, was obtained by fitting the wate
water potential energy with a polynomial function and usi
this in the construction of the entropy curves.

IV. RESULTS

A. Free energy and entropy

Figure 2 shows the variation of the local free energy
solvationA(q,s) with charge~above! and with size~below!.

i-

FIG. 2. The variation of solvation free energyA(q,s) with charge~above!
and size~below!. In the upper part of the diagram the curves belong to
sodium, caesium and iodine families with diameters 2.876, 3.25,
4.126 Å respectively. In the lower part of the figure the curves belong
q50,11 and21.
, No. 6, 8 August 1997
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1986 R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
In each graph the relative positions of the curves are fi
from the other set of runs as described above. As descr
in Section II A in a continuum model this should be propo
tional to the square of the charge and proportional to
inverse of the solute diameter minus a constant@see Eq. 2.7#.
While this describes the overall trends approximately, th
are important discrepancies which we can attribute to the
that the solvent is molecular in nature. Firstly there is
marked difference between positive and negative char
solutes of the same size. This can be seen most clearly in
lower figure where, for a given size, it can be seen that ne
tive ions have almost twice the solvation free energy as p
tive ions of the same size. The maximum in the free ene
curves as a function of charge lies at small positive value
q rather than atq50. These observations show that the m
lecular structure of the solvent is important, and that wa
does not behave as a simple dipolar solvent. There is al
small change of free energy with size for uncharged~hydro-
phobic! solutes, which we find is mainly entropic.

Figure 3 shows the two contributions to the potent
energy, the direct solute–water energyUSW and the total

FIG. 3. The variation of solvation energyU(q,s) with charge~above! and
size~below!. In each part of the figure the upper set of three curves show
potential energy of the direct solute–water interaction and refer to the
hand ordinate, while the lower sets of curves show the total water–w
interaction energy and refer to the right hand ordinate. The energy scale
the same, but the origins are shifted relative to each other. In the u
figure the steepest curves belong to the sodium family, the middle one
the caesium family and the outer ones to the iodine family. In the lower
of the figure the curves belong toq50 ~flattest!, 11 and 21 ~steepest!
respectively.
J. Chem. Phys., Vol. 107
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water–water interaction energyUWW. We see that the varia
tions in these two quantities oppose each other; as the ch
increases from zero the direct interaction becomes m
negative but the water–water energy increases. In the fig
the energy scales for these two quantities are shifted,
cover the same range, so that it is apparent that the chan
the direct solute–water interaction is about twice as grea
the change in the water–water interaction. The net effect
stabilisation of solvation as the magnitude of the charge
creases. Once again there is an asymmetry between pos
and negative charges. The variation of potential energy w
solute size for uncharged solutes is too small to see on
scale of these figures.

The entropy was determined from the curves forA and
U by subtraction and then by setting the entropy of an
charged solute with sizes50.1 Å equal to zero~see discus-
sion in the previous section!. The results are shown in Fig.
in units of Boltzmann’s constantk. These curves seem muc
noisier than the ones for the energies and free energies.
is in part because the main contribution to the free energ
from the energy, and variations in2ST are comparitively
small. Fluctuations of64 in the entropy expressed in uni

e
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er
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to
rt
FIG. 4. Variation of solvation entropy with charge~above! and size~below!.
Note that the curves are displaced by the amounts shown for clarity.
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1987R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
of Boltzmann’s constant correspond to fluctuations of610
kJ mol21 in the difference (A2U) of the energies shown in
Figs. 2 and 3, and the whole range of entropy variation
Fig. 4 corresponds to about 50 kJ mol21 in ST.

Considering first the variation with charge~upper
curves!, we see in every case a double maximum struct
with a central minimum for small positive charges. The
curves show in one sweep the whole range of behaviour f
hydrophobicity to hydrophilicity. The minimum correspond
to a comparitively ordered arrangement of the water struc
around a neutral solute or slightly positively charged sol
which we shall refer to as hydrophobic ordering. As the m
nitude of the charge is gradually increased, the hydropho
order is disrupted and the entropy increases~although in ev-
ery case the entropy of solvation is still negative!. This effect
is known as structure-breaking and the result of disruption
the hydrogen-bonded network which also causes the incr
in the water–water potential energy seen in Fig. 3. As
charge is increased still further the molecules in the solva
shells become ordered due to the field of the solute,
eventually this decrease of entropy is greater than the
crease in entropy that due to structure-breaking~note that the
water–water potential energy continues to increase! and the
total entropy decreases. This we shall term hydrophilic
dering.

In the lower part of Fig. 4 we see that the hydrophob
order around uncharged solutes increases with solute
The size dependence for ions with charge of both11 and21
increases for small sizes, reaches a maximum and then
creases. There is a difference between positive and neg
ions, with the latter reaching a maximum at larger siz
These maxima correspond to the crossover from hydroph
order ~in the small ions! to hydrophobic order~in the large
ions!.

B. Structure

In order to understand the variation in thermodynam
functions, and in particular the variation in entropy as a fu
tion of solute charge, we examined radial distribution fun
tions as a function of distance from the solute for a num
of solutes in the sodium family, that is atoms with the sa
size as Na1 but with different fixed charges. Figure 5 show
the radial distribution functionsgSO(r ) for the solute–
oxygen internuclear distance. The values for q areq561
and q520.5 ~top graphs!, q510.5 and 20.3 ~middle
graphs! andq50,10.2 ~bottom graphs!. The examples in the
bottom graphs are near to (q510) or at (q510.2) the
minimum entropy of solvation and the examples in midd
graphs are both close to maxima in the solvation entropy

Focusing our attention on the first peak in the rad
distribution function, we see that asuqu increases this pea
sharpens and moves towards the solute. We do not see
anomalous behaviour in this peak as the entropy g
through a maximum value. The coordination number d
not vary monotonically. The first shell contains 6 water m
ecules for ‘‘Na21’’ and just under 6 molecules for Na11.
The shell for ‘‘Na20.5’’ is well defined and contains approxi
J. Chem. Phys., Vol. 107
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mately four water molecules; the remaining species have
well defined first shells with higher coordination numbers

It is the second shell which shows differences betwe
high and low solvation entropy. The two examples w
maximum solvation entropies (q510.5 andq520.3) in
the central graphs have no visible second shell ing(r ). The
hydrophobic solutes (q50.0 andq510.2) have a quite well
developed second shell at about 6.2 Å, which disappear
the magnitude of the charge is increased and eventuall
replaced by a second shell around 4.3 Å in the top grap
Thus the structure-breaking effect which is evident in t
solvation entropy seems to be associated with the sec
solvation shell rather than the first shell. Further evidence
this statement is shown by a similar lack of a second so
tion shell in the radial distribution function for Cs20.5, an-
other species near a maximum in the solvation entro
curves~the graphs are not shown here, but our observati
confirm those for Cs20.5 in Ref. 27!.

Figure 6 shows the electrostatic potential of the solv
at the ion. This does not include the term proportional toq
which arises from finite size corrections, which would i
crease the slope of these curves. As Hummeret al.27 ob-
served the electrostatic potential is positive for uncharg
solutes due to the asymmetry of the water molecule. T

FIG. 5. Plot of radial distribution functions for the solute–oxygen distrib
tion for the sodium family. The upper set of three curves are for exam
with low entropy due to hydrophilic order (q521,11 and20.5 - dashed
line!; the middle set belong to values of the charge near the entropy max
(q520.3 - dashed,10.5! and the lower curves correspond to regions
low entropy due to hydrophobic order (q50, q510.2 - dashed!.
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1988 R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
curves are not linear, although linear regions can be see
More information about the polarisation of the shells

contained in Fig. 7 which shows the differences between
radial distribution functions for solute-protons and solu
oxygen weighted with the factor 0.8476. As the oxyg
nucleus carries a charge of 0.8476 and the protons half
charge, this weighted difference is proportional to the lo
charge density in the solvent, and gives some measure o
orientational order in the solvation shells. Molecules in t
first shell of a solute with charge of11 are oriented in the
expected way with the oxygen atoms nearer the positive
and protons between the oxygen atoms of the first and
ond shell. In the shells near the negatively charged ion
finds, as expected, a positive peak of protons inside the n
tive peak associated with oxygen atoms, but between
shells there is a double peaked positive contribution wh
arises from the second proton in the outer shell at about
Å and a peak at about 4.3 Å arising from protons attach
to water molecules in the second shell. Looking next at
uncharged solute one sees that there is still a slight pre
ence for protons to be nearer the solute that oxygen at
~note the change of scale!. As the charge becomes more po
tive this orientational preference is reversed and by the t
the charge reaches10.5e the first peak with a positive
charge density has almost disappeared. These plots do
show any special features that can be correlated with
entropy maxima.

V. DISCUSSION

A. Hydrophilic and hydrophobic solvation: Concepts
and behaviour

As the charge is varied in this model, the solute chan
from a spherical hydrophobic solute to a typical hydroph
ion. Simple uncharged Lennard-Jones spheres have
used extensively to model the solvation of both argon a
methane in water, while Lennard-Jones spheres with cha

FIG. 6. Variation of electostatic potential at the ion with charge. The ste
est curve belongs to the sodium family, the middle curve to the caes
family and the shallowest curve to the iodide family.
J. Chem. Phys., Vol. 107
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of plus or minus 1 or 2 have been used in simulations of io
in water. Thus our system has the complete range of beh
iour from hydrophobic solvation to hydrophilic solvation
When a hydrophobic solute dissolves in water there is n
mally a considerable decrease in entropy and a small
crease in enthalpy. The reason for the low solubility of su
solutes is primarily the negative entropy of solvation whi
has been associated with the ordering of the water struc
around the solute. An extreme example of this order is fou
in clathrate compounds of solutes such as methane in w
We found a steady decrease in the entropy of solvation
correspondingly an increase in the free energy of solvation
the size of the solute increased, which is consistent with
formation of an ordered layer of water around the surface
the solute. As the volume of such a shell increases as
square of the radius of the solute one might anticipate
the hydrophobic solvation entropy might decrease as
square of the radius of the shell, although this is partia
offset by the effect of the curvature of a hydrophobic surfa
on free energy of hydrophobic solvation.33,34 Our calcula-
tions suggest that it is not only the first shell that is impo
tant, but the second shell is also a significant factor. T
evidence for this statement arises from the changes see
g(r ) when the solute charge is turned on and the solv

-
m

FIG. 7. Plots of the difference of the solute–hydrogen and solute–oxy
distribution functions. In this model this corresponds to the charge den
The upper set of three curves are for examples with low entropy du
hydrophilic order (q521,11 and20.5 - dashed line!; the middle set be-
long to values of the charge near the entropy maxima (q520.3 - dashed
line ,10.5) and the lower curves correspond to regions of low entropy
to hydrophobic order (q50, q510.2 - dashed line!.
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1989R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
becomes more hydrophilic. The entropy maxima are ass
ated with the disappearance of a distinct second solva
shell, suggesting that the presence of this shell is essentia
the hydrophobic minimum in the entropy versus cha
curves.

The concepts of structure-breaking and structure-mak
were introduced into the discussion of ion solvation by Fra
and Evans15–17to explain the observed variation of entropi
of solvation of simple ions in solution. Other thermodynam
properties that have been interpreted by invoking these c
cepts are the shift in the temperature of maximum densit
water due to the presence of ions,51 the ionic contribution to
the heat capacities of aqueous solutions52 and the trends in
the activity coefficients of ionic solutions.53,54 Transport
properties such as the fluidity of electrolyte solutions17 and
the heats of transport of ions in solution55,56 have also been
rationalized on the basis of structural changes produced
dissolved electrolytes.

Most singly charged ions are said to be ‘‘structur
breaking’’ as they have positive entropies of solvation co
pared to the H1 ion. Doubly charged ions and larger ion
~such as tetramethyl ammonium52! are described as
‘‘structure-making’’ with negative entropies of solvatio
relative to H1. Our calculations show clearly the chang
from structure-breaking to structure-making as the mag
tude of the charge is increased at constant size, in agree
with the experimentally observed low entropy of doub
charged ions when compared with singly charged ions.
though the entropy of these hydrophilic solutes is lower th
that of the hydrophobic solutes, the free energy of solvat
of these solutes is dominated by the energy term which
creases rapidly with charge. It is only for hydrophobic s
utes that entropy dominates the solvation free energy.

The variation of solvation entropy with size is differe
for charges of11 and21. In both cases the entropy initiall
increases with size and then reaches a maximum and t
over. In this model the entropy maximum for positive ions
broad covering the ions Na1, K1, Rb1, and Cs1. We at-
tribute this behaviour to a change from the type of structu
making due to hydrophilic ordering for small ions to th
incompatible hydrophobic ordering for large ions. Ions w
a large local field~those that have a high charge or a sm
size! order the water structure into well defined and orde
solvation shells. Ions with a very low local field~large ions
or ions with a small charge! behave like uncharged solute
with local hydrophobic order which also extends to at le
two well defined solvation shells. However, as we saw fr
the radial distribution functions, the solvation shells are d
ferent in the two cases. Hydrophilic ordering makes sh
which are close to the ion and which contain a small num
of water molecules oriented towards or away from the
while hydrophobic solvation shells tend to be further fro
the solute and to contain more molecules. These struct
are incompatible and as we vary either the solute size or
solute charge the entropy increases to a maximum at
change over from hydrophilic to hydrophobic order. Th
change over corresponds to the extreme of struct
breaking. The maximum in entropy as a function of ion s
J. Chem. Phys., Vol. 107
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occurs at a larger radius for negative ions than for posit
ions, so that common monatomic negative ions have
smaller entropy of solution than do common monoatom
positive ions of the same size.

B. The origin of the asymmetry between positive and
negative charged solutes

In a pure dipolar solvent there would be no differen
between positive and negative ions of the same size.
local field near a small spherical solvent is far from unifor
and in order to understand the molecular orientation o
must take into account the higher multipole moments of
charge distribution in the water molecule as well as the
fluences of hydrogen-bonds between water molecules. In
SPC/E model the internal charge distribution is modelled
charges on the proton and oxygen sites. This model is by
means perfect, but does contain a more realistic picture
the electrostatic potential outside the molecule than would
given by a simple point dipole. An important aspect of t
charge distribution is that the proton sites are near the
side of the molecule, so that a negative charge can appro
one of the protons closely, while a positively charged i
cannot get as near the negatively charged oxygen site.
means that the interaction of a small negative ion with wa
molecules in the first solvation shell is much stronger th
the interaction of a positively charged ion of the same si
Although this may be overestimated in the SPC/E model
others in which the repulsion is spherical, it is a real effe
which is closely related to the ability of the proton of th
water to form hydrogen bonds. Because a hydrogen-b
acceptor can approach more closely to a proton in
hydrogen-bond donor than to other types of electroposi
atoms in molecules, it interacts particularly strongly with t
proton.

C. Comparison with experiment and with other
calculations

As has been emphasized earlier the results we h
quoted refer only to the local contributions to the entro
and free energy. The usual method for correcting for fin
size effects is to add a Born correction, but we follow Hum
mer et al.27 and the discussion in Section II A. For our sy
tem size the finite size corrections are equ
2160q2 kJ mol21 to the free energy and21 k to the entropy
for solutes with chargeq561. Note that these correction
are independent of the solute size. Table II shows the va
of the raw data forAsolv from our simulations, corrected
values and experimental numbers.57,27,44The agreement with
experiment is satisfactory, particularly for the values of t
free energy. Although the values of the entropy are in bro
agreement with experimental observations, the deta
variation with size are not well reproduced. It seems that
maximum in the variation of ion entropy with size occurs
somewhat too small a value compared to real ions. Either
hydrophobic ordering is overestimated or the hydrophilic
dering is underestimated in this model.
, No. 6, 8 August 1997
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1990 R. M. Lynden-Bell and J. C. Rasaiah: From hydrophobic to hydrophilic behaviour
D. Limitations of the model and of these calculations

The main limitations are in the form of the potential a
in the size of the system and the use of periodic bound
conditions to describe an infinite system. All models ha
their limitations and we are well aware that SPC/E wa
with charged Lennard-Jones spheres as solutes does no
scribe all experimental properties in a satisfactory way. T
we believe is less important for a study like this where o
primary interest is in trends and understanding rather tha
detailed comparison of specific systems with experime
Thus, while the extent of hydrogen-bonded structure aro
a solute may not be described exactly, we anticipate
trends as a function of solvent size and charge are descr
correctly. In fact the SPC/E potential has proved reasona
successful in describing many aspects of bulk water, and
water–ion potentials used in this work have been shown
give reasonable values for the mobilities of a range of io
However the model does not include polarisability whi
could be important near charged ions — especially for
smaller ions studied here.

The other possible problem with these simulations is
use of periodic boundaries to model an infinite system so
the actual simulation cell is small and the finite size corr
tions large. The question is whether the particular effects
to the molecular nature of the solvent as opposed to a
form medium are included. Using fcc periodic boundary co
ditions gives a truncated dodecahedral simulation cell
proximately spherical in shape. In these simulations
minimum diameter is 13.902 18 Å which is smaller than t
cell used by Lee and Rasaiah.7 Lee and Rasaiah found tha
the radial distribution functions for both ion–oxygen a
ion–hydrogen separations had decayed to unity for all
positive ions and was close to unity for the negative ions
r 57 Å, so this seemed to be a reasonable choice. How
for the largest family of ions studied here~I2) we find that
this may be somewhat too small a value to include the s
ond solvation shell of the neutral species, which may lead
a misestimate of the entropy of solvation for this species

E. Conclusions

These calculations show that the phenomena assoc
with hydrophobic and hydrophilic solvation and, in partic

TABLE II. Solvation free energies and entropies as measured in this w
and experimental values.

Ion
Asolv/kJ mol21

~raw! ~corrected!a ~exp!b
Ssolv /k
~raw! ~corr! ~exp!c

Na1 2187 2347 2365 26 27 212.0
K1 2117 2277 2295 26 27 28.1
Cs1 274 2234 2235 27 28 26.0
Cl2 2200 2360 2340 27 28 210.1
I2 2131 2291 2254 29 210 25.5

aSee text.
bReferences 57, 38, and 27. These assume a value of21050 kJ mol21 for
H1.

cReference 58; the absolute values assume a value of214.55 for H1 and are
less accurate than the relative values.
J. Chem. Phys., Vol. 107
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lar, entropic effects can be described using very simple c
sical model potentials and small system sizes. The esse
physics of solvation must be present in these models,
though details such as solvent polarisation are omitted. E
in these models, the electrostatic field of a water molecul
more complex than dipolar and is by no means symmetr
under the combined operation of charge conjugation and
lecular inversion. This leads to hydrogen-bonding, local s
vation structures and to asymmetries in the energetics
positive and negatively charged ions. Structure-breaking
an old concept which has been fleshed out by these calc
tions; in particular they draw attention to the importance
the second hydration shell.
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